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The electronic band-structure controlled ultrafast demagnetization mechanism in Co2FexMn1−xSi Heusler
alloy is underpinned by systematic variation of composition. We find the spin-flip scattering rate controlled by
spin density of states at the Fermi level is responsible for nonmonotonic variation of ultrafast demagnetization
time (τM) with x with a maximum at x = 0.4. Furthermore, Gilbert damping constant exhibits an inverse
relationship with τM due to the dominance of interband scattering mechanism. This demonstrates a connection
between ultrafast demagnetization and magnetic damping based on Fermi-level position in this Heusler alloy
system.
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I. INTRODUCTION

The tremendous application potential of spin-polarized
Heusler alloys in advanced spintronics devices ignites im-
mense interest to investigate the degree and sustainability of
their spin polarization under various conditions [1–4]. Heusler
alloys belong to a special class of material known as half met-
als, e.g., CrO2, La-Sr-Mn-O, etc., which have very low minor-
ity spin density of states (MSDOS) at the Fermi level and thus
they possess very high spin polarization. For these materials,
the demagnetization time slows down due to a minority state-
blocking effect. Depending on the degree of spin polarization,
the demagnetization time in these systems ranges from 100 fs
to 100 ps. On the other hand, interpretation of spin polariza-
tion from the conventional methods such as photoemission,
spin transport measurement, point-contact Andreev reflection,
and spin-resolved positron annihilation are nontrivial [5–7].
In the quest of developing alternative methods, Zhang et al.
demonstrated that all-optical ultrafast demagnetization mea-
surement is a reliable technique for probing spin polarization
[8]. They observed a very large ultrafast demagnetization
time as a signature of high spin polarization in half-metallic
CrO2. However, Co-based half-metallic Heusler alloys ex-
hibit a comparatively smaller ultrafast demagnetization time
(∼0.3 ps) which raised a serious debate on the perception
of ultrafast demagnetization mechanism in Heusler alloys
[9–11]. A smaller demagnetization time in Heusler alloys than
in CrO2 is explained due to the smaller effective band gap
in the minority spin band and enhanced spin-flip scattering
(SFS) rate [9]. However, earlier investigations did not consider
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any excitation in the minority band and further experimental
evidence shows that the amount of band gap in a minority
spin band cannot be the only deciding factor for SFS-mediated
ultrafast demagnetization efficiency [10]. Rather, one also has
to consider the efficiency of optical excitation for majority and
minority spin bands as well as the optical pump-induced hole
dynamics below Fermi energy (EF). Consequently, a clear
interpretation of spin polarization from ultrafast demagnetiza-
tion measurement requires a clear and thorough understanding
of its underlying mechanism. Since its inception in 1996
[12], several theoretical models and experimental evidence
based on different microscopic mechanisms, e.g., SFS and
superdiffusive spin current, have been put forward to interpret
ultrafast demagnetization [13–20] which continues to the most
recent proposal of the optically induced spin transfer (OISTR)
effect [21,22]. However, the preceding proposals are complex,
which increases even more in the case of a special class of
material such as the Heusler alloys. The position of Fermi
level can be greatly tuned by tuning the alloy composition of
Heusler alloys [23,24]. By utilizing this tunability, here, we
experimentally demonstrate that the ultrafast demagnetization
mechanism relies on the spin density of states at the Fermi
level in the case of half-metallic Heusler alloy system. We
extracted the value of ultrafast demagnetization time using
three-temperature modeling [25] and found its nonmonotonic
dependency on alloy composition (x). We have further shown
that the Gilbert damping constant and ultrafast demagne-
tization time are inversely proportional in Co2FexMn1−xSi
(CFMS) Heusler alloys, suggesting the interband scattering as
the primary mechanism behind the Gilbert damping in CFMS
Heusler alloys. Our work has demonstrated a correlation in
between the ultrafast demagnetization time and the Gilbert
damping constant.
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FIG. 1. (a) XRD patterns of Co2FexMn1−xSi thin films for different alloy composition (x) measured in conventional θ -2θ geometry. Both
CFMS (200) superlattice and CFMS (400) fundamental peaks are marked along with Cr (200) peak. (b) The tilted XRD patterns reveal the
CFMS (111) superlattice peak for L21 structure. (c) CFMS (220) fundamental peak together with Cr (110) peak.

II. RESULTS AND DISCUSSION

A series of CFMS thin films have been deposited using
a magnetron cosputtering system for our investigation with
x = 0.00, 0.25, 0.40, 0.50, 0.60, 0.75, and 1.00 on Cr-buffered
MgO substrate [26,27]. The thickness of the CFMS layer
was fixed at 30 nm. It is imperative to study the crystalline
phase, which is the most crucial parameter that determines
other magnetic properties of Heusler alloy. Thus, prior to the
magnetization dynamics measurement, we have investigated
both the crystalline phase as well as growth quality of all the
samples. Figure 1(a) shows the ex situ x-ray diffraction (XRD)
pattern for all the samples. The well-defined diffraction peak
of CFMS (400) at 2θ = 66.50◦ indicates that the samples are
well crystalline having cubic symmetry. The intense superlat-
tice peak at 2θ = 31.90◦ represents the formation of B2 phase.
The presence of other crucial planes are investigated by tilting
the sample x = 0.4 by 54.5° and 45.2° from the film plane to
the normal direction, respectively, and observing the presence
of (111) superlattice peak along with the (220) fundamental
peak as shown in Figs. 1(b) and 1(c). The presence of (111)
superlattice peak confirms the presence of L21 atomic site
ordering, whereas the (220) fundamental peak results from
the cubic symmetry. However, we do not observe the L21

peak for x = 0.25 sample, probably because of degraded
structural quality for this sample. The intensity ratios of the
XRD peaks are analyzed to obtain the microscopic atomic site
ordering which remains same for the whole range of x (given
in Supplemental Materials [28]). Although we find that the
degree of L21 ordering (∼20%) is moderate as compared to
the high degree of B2 ordering (∼80%), the latter ensures the
occurrence of half metallicity for the present samples (shown
in Supplemental Materials [28]) [29]. The epitaxial growth of

the thin films is also ensured from the in situ reflection high-
energy electron diffraction (RHEED) images. The square-
shaped hysteresis loops obtained using in-plane magnetic field
confirm in-plane magnetization of the samples. The details
of sample deposition procedure, RHEED patterns, and the
hysteresis loops are presented in the Supplemental Materials
[28]. The increasing trend of saturation magnetization with
x qualitatively follows the Slater-Pauling curve but does not
attain the bulk value of saturation magnetization, as expected
for Heusler alloy thin films [30]. The ultrafast magnetiza-
tion dynamics was measured using a two-color all-optical
time-resolved magneto-optical Kerr effect (TRMOKE) mag-
netometer [31] at a fixed probe (wavelength, λ = 800 nm)
fluence of 0.5 mJ/cm2, while the pump (λ = 400 nm) fluence
has been varied between 3.2 and 9.5 mJ/cm2. The details of
the TRMOKE technique are presented in the Supplemental
Materials [28].

III. ULTRAFAST DEMAGNETIZATION

Figure 2(a) shows the ultrafast demagnetization curves
with different x values for a fixed pump fluence =
9.5 mJ/cm2. We have found the relative variation of the
transient reflectivity is nearly two orders of magnitude smaller
than the relative variation of transient Kerr rotation in our
samples, which indicates that the contribution of optical ef-
fects to transient Kerr rotation is negligible here [32] (see
also Supplemental Materials [28]). The experimental data are
fitted using a rate equation derived from the three-temperature
model (see Ref. [28]) to extract the ultrafast demagnetiza-
tion time (τM) and fast relaxation time [25]. The τM values
are plotted as a function of x in Fig. 2(b), which show a
slight initial increment followed by a sharp decrement with
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FIG. 2. (a) Ultrafast demagnetization curves for the samples with different alloy composition (x) measured using TRMOKE. Scattered
symbols are the experimental data and solid lines are fit using Eq. (1S) of Supplemental Materials [28]. (b) Evolution of τM with x at pump
fluence of 9.5 mJ/cm2. Symbols are experimental results and dashed line is a guide to the eye. (c) Variation in τM with pump fluence.

x. In addition, the ultrafast demagnetization rate is found
to be slower in the present Heusler alloys than in the 3d
ferromagnetic metals [9,33]. The extracted τM for Co2MnSi
(x = 0) and Co2FeSi (x = 1) are 300 and 176 fs, respectively,
which are in good agreement with the reported values [10].
The theoretical calculation of electronic band structure of
CFMS showed no discernible change in the amount of energy
gap in the minority spin band but a change in position of
EF with x, which lies at the two extreme ends of the gap
for x = 0 and x = 1 [34,35]. Thus, at these two points the
MSDOS becomes very large close to the Fermi level, while
it moves well into the band gap for intermediate x values.
As x increases from 0 to 1, the number of valence electrons
increases. These additional electrons fill the strongly disper-
sive majority d states. Consequently, MSDOS shifts with
respect to the Fermi energy such that the Fermi level moves
from the top of the minority valence band to the bottom of
the conduction band. In concurrence, the corresponding total
density of states (DOS) varies nonmonotonically. For low x,
the DOS is high but it decreases as the Fermi level moves
away from the minority valence band. The DOS becomes
minimum at x = 0.4, followed by gradual increment up to x =
1. This nonmonotonic behavior warrants the investigation of
ultrafast demagnetization with continuously varying x from 0
to 1. However, a majority of earlier investigations [10,11,36],
being focused only on Co2MnSi (x = 0) and Co2FeSi (x = 1),
lack a convincing conclusion about the role of Fermi-level
position on ultrafast demagnetization mechanism in Heusler
alloy. Figure 2(b) clearly shows that τM varies with DOS at
the Fermi level in a commensurate fashion [36], the reason of
which we explain in details below.

In case of 3d transition-metal ferromagnets, the Elliott-
Yafet (EY)-based SFS mechanism is believed to be respon-
sible for rapid rise in the spin temperature and ultrafast
demagnetization [15]. In this theory it has been shown that a
scattering event of an excited electron with a phonon changes
the probability to find that electron in one of the spin states,
namely the majority spin-up (↑) or minority spin-down (↓)
state, thereby delivering angular momentum to the lattice from
the electronic system. It arises from the band mixing of ma-
jority and minority spin states with similar energy value near
the Fermi surface owing to the spin-orbit coupling (SOC).
The spin-mixing parameter (b2) from the EY theory [37,38],
derived under various approximations such as a paramagnetic
metal, nearly constant electron-phonon matrix element, and
no phonon dispersion spectrum, is given by

〈b2〉 = min (〈ψk|↑〉〈↑|ψk〉, 〈ψk | ↓〉〈↓|ψk〉), (1)

where ψk represents the eigenstate of a single electron and
the bar denotes a defined average over all electronic states
involved in the EY scattering processes. This equation rep-
resents that the spin mixing due to SFS between spin-up
and spin-down states depends on the number of spin-up (↑)
and spin-down (↓) states at the Fermi level. The spin-mixing
parameter in nonequilibrium would not be the same as that
in the equilibrium regime and thus, one may not directly
relate it to the DOS at the Fermi level in equilibrium. As the
spin-mixing parameter in the strong nonequilibrium regime
is approximately different by a factor of 2 from that in the
equilibrium regime [13], we believe a qualitative compari-
son between equilibrium density of states and nonequilib-
rium spin-mixing parameter of different samples is possible.
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Consequently, a compact differential equation for the rate of
ultrafast demagnetization dynamics as derived by Koopmans
et al. [38] is given below:

dm

dt
= Rm

Tp

TC

(
1 − coth

(
mTC

Te

))
, (2)

where m = M/MS , and Tp, TC, and Te denote the phonon
temperature, Curie temperature, and electronic temperature,
respectively. R is a material specific scaling factor [39], which
is calculated to be

R = 8asf T 2
C gep

kBT 2
D DS

, (3)

where asf , gep, and DS represent the SFS probability, cou-
pling between electron and phonon subsystems, and magnetic
moment divided by the Bohr magneton (μB), whereas TD

is the Debye temperature and kB represents the Boltzmann

constant. Further, the expression for gep is gep = 3πD2
F DPkBTDλ2

ep

2h̄ ,
where DP and λep denote the number of polarization states
of spins and electron-phonon coupling constant, respectively,
and h̄ is the reduced Planck’s constant. Moreover, the ultrafast
demagnetization time at low fluence limit can be derived
under various approximations as

τM = C0F (T/TC )h̄

πD2
F λ2

sikBTC
, (4)

where C0 = 1/4, λsi is a factor scaling with impurity concen-
tration, and F (T/TC) is a function solely dependent on (T/TC)
[40].

Earlier, it has been shown that a negligible DF in CrO2

is responsible for large ultrafast demagnetization time. The
theoretical calculation for CFMS by Oogane et al. shows
that DF initially decreases and then increases with x [41]
having a minima at x = 0.4. As DF decreases, the number
of effective minority spin states become less, reducing both
SOC strength, as shown by Mavropoulos et al. [42], and the
effective spin-mixing parameter as given by Eq. (1), and vice
versa. This will result in a reduced SFS probability and rate
of ultrafast demagnetization. In addition, the decrease in DF

makes gep weaker, which, in turn, reduces the value of R as
evident from Eq. (3). As the value of R diminishes, it will slow
down the rate of ultrafast demagnetization which is clear from
Eq. (2). In essence, a lower value of DF indicates a lower value
of R, i.e., slower demagnetization rate and longer ultrafast
demagnetization time. Thus, ultrafast demagnetization time
is highest for x = 0.4. On both sides of x = 0.4, the value
of R will increase and ultrafast demagnetization time will
decline continuously. Our experimental results, supported by
the existing theoretical results for the CFMS samples with
varying alloy composition, clearly show that the position of
Fermi level is a decisive factor for the rate of ultrafast demag-
netization. This happens due to the continuous tunability of
DF with x, which causes an ensuing variation in the number
of scattering channels available for SFS. To capture the effect
of pump fluence on the variation of τM, we have measured
the ultrafast demagnetization curves for various applied pump
fluences. All the fluence-dependent ultrafast demagnetization
curves are analyzed and the values of corresponding τM are
extracted. The change in τM with fluence is shown in Fig. 2(c).

A slight change of about 10% in τM with fluence is observed
which is negligible in comparison to the change (∼100%)
of τM with x. However, this increment with fluence can be
explained using the enhanced spin fluctuations at much higher
elevated temperature of the spin system [39]. We also found
out that the relaxation rate increases as the Fermi level moves
away from the minority valence band, which agrees well with
the earlier studies [43].

IV. MAGNETIC DAMPING

As the primary microscopic channel for spin angular mo-
mentum transfer is the same for both ultrafast demagnetiza-
tion and magnetic damping, it is expected to find a correlation
between them. We have measured the time-resolved Kerr rota-
tion data corresponding to the magnetization precession at an
applied in-plane bias magnetic field (Hb) of 3.5 kOe as shown
in Fig. 3(a). Unfortunately, we could not induce precessional
motion in the sample with x = 0.25, which was probably due
to the degraded structural quality. The macrospin modeling
is employed to analyze the time-dependent precessional data
obtained by solving the Landau-Lifshitz-Gilbert equation [44]
which is given below:

dm̂

dt
= −γ (m̂ × Heff ) + α

(
m̂ × dm̂

dt

)
, (5)

where γ is the gyromagnetic ratio and is related to Landé
g factor by γ = gμB/h̄. Heff is the total effective magnetic
field consisting of Hb, exchange field (Hex), dipolar field
(Hdip), and anisotropy field (HK). The experimental variation
of precession frequency ( f ) against Hb is fitted with the Kittel
formula for uniform precession to extract HK values. The
details of the fit are discussed in the Supplemental Materials
[28].

For evaluation of α, all the measured data representing
single-frequency oscillation are fitted with a general damped
sine-wave equation superimposed on a biexponential decay
function, which is given as

M(t ) =A + B1e−t/τ f ast + B2e−t/τslow + M(0)e−t/τ sin(ωt − ζ ),

(6)

where ζ is the initial phase of oscillation and τ is the pre-
cessional relaxation time. τfast and τslow are the fast and slow
relaxation times, representing the rate of energy transfer in
between different energy baths (electron, spin, and lattice) fol-
lowing the ultrafast demagnetization and the energy transfer
rate between the lattice and surrounding, respectively. A, B1,
and B2 are constant coefficients. The value of α is extracted
by further analyzing τ using

α = 2

[γ τ (2Hb cos(δ − ϕ) + H1 + H2)]
, (7)

where H1 = 4πMS + 2K⊥
MS

− 2K1sin2ϕ

MS
+ K2(2−sin2(2ϕ))

MS
and H2 =

2K1 cos(2ϕ)
MS

+ 2K2 cos(4ϕ)
MS

. Here δ and ϕ represent the angles of Hb

and in-plane equilibrium M with respect to the CFMS [110]
axis [44]. The uniaxial, biaxial, and out-of-plane magnetic
anisotropies are denoted as K1, K2, and K⊥, respectively. In
our case K2 has a reasonably large value while K1 and K⊥
are negligibly small. Plugging in all parameters including
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FIG. 3. (a) Time-resolved Kerr rotation data showing preces-
sional dynamics for samples with different x values. Symbols are
the experimental data and solid lines are fit with damped sine wave
equation [Eq. (6)]. The extracted α values are given below every
curve. (b) Variation of α with precession frequency ( f ) for all
samples as shown by symbols, while solid lines are linear fit.

the magnetic anisotropy constant K2 in Eq. (7), we have
obtained the values of α to be 0.0041, 0.0035, 0.0046, 0.0055,
0.0061, and 0.0075 for x = 0.00, 0.40, 0.50, 0.60, 0.75, and
1.00, respectively. The α values are extracted directly from
the decaying profile of the precession amplitude, which is
somewhat different from the one extracted from ferromagnetic
resonance linewidth. Figure 3(b) shows the variation of α with
frequency for all the samples. For each sample, α remains
constant with frequency, which rules out the presence of
extrinsic mechanisms contributing to the α. Next, we focus
on the variation of α with x. Our experimental results show a
nonmonotonic variation of α with x with a minima at x = 0.4,
which is exactly opposite to the variation of τM with x. On the
basis of Kambersky’s SFS model [45], α is governed by the

spin-orbit interaction and can be expressed as

α = γ h̄2(δg)2

4
MS
DF , (8)

where δg and 
−1 represent the deviation of g factor from
free-electron value (∼2.0) and ordinary electron-phonon col-
lision frequency. Equation (8) suggests that α is directly
proportional to DF and thus it becomes minimum when DF

is minimum. This leads to the nonmonotonic variation of α,
which agrees well with earlier observation [41]. To eliminate
the possible effects of γ and MS, we have plotted the variation
of relaxation frequency, G = αγ MS with x which also exhibits
similar variation as α (see the Supplemental Materials [28]).

V. CORRELATION BETWEEN ULTRAFAST
DEMAGNETIZATION AND DAMPING

Finally, to explore the correlation between α, τM, and alloy
composition, we have plotted these quantities against x as
shown in Fig. 4(a). We observe that τM and α vary in opposite
manner with x, having their respective maxima and minima
at x = 0.4. However, they do not possess a mirror symmetry.
Although τM and α refer to two different timescales, both of
them follow the trend of variation of DF with x. This shows
that the alloy composition-controlled Fermi-level tunability
and the ensuing SFS are responsible for both ultrafast
demagnetization and Gilbert damping. Figure 4(b) represents
the variation of τM with inverse of α. An approximately linear
trend in Fig. 4(b) establishes an inversely proportional relation
between them. We believe that this connection in between ul-
trafast demagnetization and damping is bridged by the density
of states-dependent spin-flip scattering rate. The latter varies
as a function of alloy composition-dependent Fermi level as
shown in Figs. 4(c) and 4(d). As DF increases (decreases), it
offers more (less) scattering channels for both the ultrafast
demagnetization as well as angular momentum dissipation
responsible for damping which results in shorter (longer)
demagnetization time and higher (lower) damping constant.
Initially, under the assumption of two different magnetic
fields, i.e., exchange field and total effective magnetic field,
Koopmans et al. theoretically proposed that Gilbert damping
parameter and ultrafast demagnetization time are inversely
proportional [38]. However, that raised intense debate and
in 2010, when Fähnle et al. showed that α can either be
proportional or inversely proportional to τM depending upon
the dominating microscopic contribution to the magnetic
damping [46]. This was later experimentally demonstrated in
Co/Ni multilayers by Zhang et al. [47]. The linear relation
sustains when the damping is dominated by conductivitylike
contribution, whereas the resistivitylike contribution leads to
an inverse relation. The basic difference between the conduc-
tivitylike and the resistivitylike contributions lies in the angu-
lar momentum transfer mechanism via electron-hole (e-h) pair
generation. The generation of e-h pair in the same band, i.e.,
intraband mechanism, leads to the conductivitylike contribu-
tion. On the contrary, when e-h pair is generated in different
bands (interband mechanism), the contribution is dominated
by resistivity. Our observation of the inversely proportional
relation between α and τM clearly indicates that in case of the
CFMS Heusler alloy systems, the damping is dominated by
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FIG. 4. (a) Variation of τM and α with x. Square and circular symbols denote the experimental results, and dashed, dotted lines are guide to
eye. (b) Variation of τM with α−1. Symbols represent the experimentally obtained values and solid line refers to linear fit. Schematic showing
(c) the variation of the position of the Fermi level within the band gap of minority spin band and (d) the variation of spin density of states and
resulting spin-flip probability against x.

resistivitylike contribution arising from interband e-h pair
generation. This is in contrast to the case of Co, Fe, and
Ni, where the conductivity contribution dominates [48].
Typical resistivity (ρ) values for Co2MnSi (x = 0) are
5 μ� cm at 5 K and 20 μ� cm at 300 K [49]. The room
temperature value of ρ corresponds to an order of magnitude
larger contribution of the interband e-h pair generation than
the intraband generation [48]. This is in strong agreement
with our experimental results and their conclusion. This
firmly establishes that unlike conventional transition metal
ferromagnets, damping in CFMS Heusler alloys is dominated
by resistivitylike contribution, which results in an inversely
proportional relation between α and τM.

VI. CONCLUSIONS

In summary, we have investigated the ultrafast demagne-
tization and magnetic Gilbert damping in the CFMS Heusler
alloy system with varying alloy composition (x), ranging from
x = 0 (CMS) to x = 1 (CFS) and identified a strong correla-
tion between τM and x, the latter controlling the position of
Fermi level within the minority band gap. We have found that
τM varies nonmonotonically with x, having a maximum value

of ∼350 fs for x = 0.4 corresponding to the lowest DF and
highest degree of spin polarization. In-depth investigation has
revealed that the ultrafast demagnetization process in CFMS is
primarily governed by the composition-controlled variation in
spin-flip scattering rate due to variable DF. Furthermore, we
have systematically investigated the precessional dynamics
with variation in x and extracted the value of α from there.
Our results have led to a systematic correlation in between
τM, α, and x and we have found an inversely proportional rela-
tionship between τM and α. Our thorough investigation across
the alloy composition ranging from CMS to CFS has firmly
established the fact that both ultrafast demagnetization and
magnetic Gilbert damping in CFMS are strongly controlled
by the spin density of states at the Fermi level. Therefore,
our study has enlightened a path for qualitative understanding
of spin polarization from ultrafast demagnetization time as
well as magnetic Gilbert damping and led a step forward for
ultrafast magnetoelectronic device applications.
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